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PO3MI3HAHHA POCIMCbKMX PA3OM BUMOBJIIEHMX ®PA3
3 AEAKMMU CTEUIAITBHMW CITOBHUKAMIA

We suggest the recognition of two kinds of Russian phrases: continuously speaking complex cardinal
numerals and continuously speaking Russian names with patronymics. The recognition of numerals is based
on the fact that each numeral can be divided into two parts. The first part is any numeral from 1 to 999,
the second part is a numeral from the same set preceded by an appropriate Russian form of the word
“‘thousand” (“Teicsua”). Either part can be empty. We select every part by spotting the fragment “Teics” of the
word "Tbicaua” (‘thousand”) as the key word in speech stream and we recognize these parts separately
without breaking the sound sequence into separate words. To recognize the continuously pronounced name
with patronymic we use generic transcription, which describes the alternation of voiced and unvoiced
fragments selected promptly after recording. All names with patronymics are divided into vocabularies with
identical generic transcriptions. When the generic transcription of the recorded phrase has been found we
recognize the signal without dividing it into separate words within the appropriate vocabulary.

Key words: continuously speaking complex numbers and Russian names with patronymics,
key word (fragment), recognition of the entire signal, generic transcription.

Mol ByaemM roBoputb O pacrnosHaBaHWWM pPycckux cpas ABYX BUAOB. CIUTHO MPOM3HOCMMOE CMOXHOE
KONMMYECTBEHHOE YMCTIUTENBHOE U CAIMTHO MPOM3HOCMMOE PYCCKOe MMS U OT4ecTBO. PacnosHaBaHue
YUCMUTENBHBLIX OCHOBAHO Ha TOM, YTO KaXJ0€e M3 HUX MOXET ObiTb pa3buto Ha age vactu. lNMepsas —
yucnmTensHoe ot 1 go 999, BTOpasi — YMCIUTENBHOE U3 3TOrO Xe psifa, KOTOPOMY MpeaLlecTsyeT
cnoBodhopMa croBa «Thicsua» (0aHa U3 YacTen MOXET ObITb NycTom). Kaxkaas ns aTmx yacten Bblaensercs
NyTEM HaXOXOEHWST 3BYKOCOHETaHWS «ThICS» KaK KIHOYEBOro (pparMeHTa B MOTOKE PEYM U pacro3HaEeTcs
oTAenbHO M 6e3 pasbueHust Ha y4acTKM, COOTBETCTBYIOLLME COCTaBNSALWMM crioBaMm. PacnosHaBaHve
CMUTHO NMPOWU3HECEHHOTO UMEHM U OTYECTBA MPOBOAMM, UCMOSb3ys 0GOOLLEHHYIO TpaHCKPUMLULO,
OTpaXaloLLy0 YepenoBaHme 3BOHKUX U FNyXMX pparMeHTOB, KOTOpbIE BbICTPO U HAAEXHO BbIAENSHOTCS
HEMOCPEACTBEHHO MOCIe 3arnucu CkalaHHOW dpasbl. MHOXECTBO BCEX UMEH U OTYECTB MPOrpamMMHO
pa3buBaeTca Ha CroBapy C OOMHAKOBOW OBOOLLEHHOW TpaHCKpUMUMen yromsaHyToro Buaa. Onpenenvs
06006LLEHHYIO TPaHCKPUMNLMIO CKa3aHHOrO, Mbl B Mpefernax COOTBETCTBYHLLEro crioBapsi BeeM
pacrno3HaBaHue curHarna Taike B kKa4eCTBe CIOLLHOro PeYEBOro OTPe3Ka.

KnoyeBble crioBa: CIIMTHO MPOU3HOCUMbIE CITOXHbIE YACTIUTENBHbIE N PYCCKUE UMEHa-
OTYEeCTBa, KroYeBOe CNoBo (hparMeHT), pacno3HaBaHUe curHana Lenmkom,

o606LeHHasa TpaHCKpUNums.
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The recognition of numerals is considered in the research papers [1-5]. The research
papers [6-8] should be mentioned as resent ones devoted to the key words search in
the continuous speech stream.

1 Recognition of numerals (from 1 to 999999)

Let us programmatically create a digital list of numerals from 1 to 999 and substitute
them for their verbal expressions represented by phrases of one, two or three words. First
we shall work with the vocabulary consisting of these phrases plus phrases ending with
Russian equivalent of the word “one” (“ommn”), where it is replaced by its Russian
feminine gender form (“oxna”). We also include a fragment “teics”of Russian equivalent
of the phrase (word) “thousand” (“teicsua’). We call this vocabulary “Vocabulary 0”.

We apply an 8-bit recording with 22050 Hz frequency. The recognition is based on
the system of indicators using relative frequencies of whole oscillation lengths (consult
[9]). We also use the authors’ a priori segmentation, which is an automatic division of a
speech signal into parts representing separate sounds. It takes place directly after sound
recording with further classification of sounds as W (vowel), C (voiced consonant), F
(voiceless fricative), P (voiceless plosive). As the basic speech unit we use the diphone,
which is a symmetric segment (368x6 samples) around the mark between sounds
(consult [9]). Every phrase of the Vocabulary 0 has an automatically generated
transcription and a template constructed by splicing corresponding templates of
the diphone base. The phrase templates form the tree. Each pronounced phrase is
recognized with the help of DTW-algorithm as an entire wave file (without separating
words). Such recognition provides a reliable quick result even for outdated computers with
the following parameters: single-core processor with 2.4 GHz clock frequency and 1 GB
RAM.

The rest numerals consist of two parts: an already considered numeral from 1 to 999
and the same numeral preceded by an appropriate form of the word “thousand”
(“teicsiua”). Either part can be empty. Meanwhile, the second part can be represented only
by Russian wordform of “thousand” (“teicsiua”). Hereafter we shall refer to the word
“part” only in these specific terms. If Russian equivalent of the word “one” (“omun™)
precedes the word “thousand” (“teicsiua”), it is replaced by its feminine gender form
“onna”; by analogy the word “aBa” (“two”) is replaced by “aBe” if it precedes the word
“reicsiun’” (“thousands”).

Either part is selected and recognized independently, if the separating (initial, final)
Russian wordform of the word “thousand” (“rTeicsya’™) is a priori recognized in the
pronounced phrase as the key word of the speech stream. The latter can be achieved by
the above-mentioned a priori segmentation. Namely, we search for the segments sequence
WFW corresponding to the sound combination “tbics” in the initial part of the phrase, or
the sequence PWFW in any other part of the phrase. In both cases the segment WFW is
recognized through the Vocabulary 0. If there are several such segments, we choose
the one with minimum DTW-distance to the sound combination “Tercs”.

Let us consider the operations with the mentioned parts in details.

The algorithm of recognition, for the case when only the first part of the phrase is not
empty, is described at the beginning of this part of the paper. We work with the Vocabulary 0.

Let the both parts are not empty. If the first part ends with Russian feminine gender
form equivalents of the words “one”, “two” (“omgma”, “mBe’) or Russian equivalents of
the words “three”, “four” (“tpu’, “uetnpipe’), then it should be followed by one of two
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Russian wordforms of “thousand” (“teicsua” or “reicsun’). In the rest cases we have the
key wordform “teicsu”. In this connection we shall use two more vocabularies. The first
vocabulary begins with Russian equivalent wordform of the word “thousand” (““teicsiua”
and consists of numerals from 1 to 999 preceded by this wordform. Let us call it
“Vocabulary 1”. The second vocabulary begins with Russian equivalent wordform of
the word “thousand” (“teicsa”) and consists of numerals from 1 to 999 preceded by this
wordform. Let us call it “Vocabulary 2”. The recognition starts with the first part, from the
beginning of the phrase to the beginning of the P-segment preceding the key fragment
WFW. Depending on the result, we recognize the second part from the beginning of
the key fragment to the end of the phrase through the VVocabulary 1 or the Vocabulary 2.

If only the second part is not empty, the recognition is realized through
the Vocabulary 1. Separately pronounced numeral “thousand” (“Teicsua”) can be
recognized on the basis of the signal starting with the key fragment WFW followed by just
two or three segments.

We should notice that the program sometimes can recognize an extraneous sequence
as the key fragment, for example like in the case of Russian equivalent of the numeral
“ninety seven” (“meBsHocto cemp”’) segmented as CWCWCWF-PWFW-C. To avoid
the error we should carry out the recognition in assumption of presence and absence of
the key fragment and compare the results (in the second case the whole signal should be
interpreted as the first part). The final result is determined by the minimum value of DTW-
distance.

2 Recognition of Russian names with patronymics

We consider 150 Russian male names and as many corresponding patronymics, as
well as 88 Russian female names. The total number of names is 238. The total number of
names with patronymics is 35700. They can be also recognized as a whole without
separating words. However, their number is already rather large, in this connection such
method provides insufficient speed of recognition. To increase its speed (as well as its
reliability) we use an automatic division of phrasal vocabulary into parts with the help of
VF-transcription. This transcription represents the alternation of symbols V and F, where V
is a (maximum) segment of neighboring voiced sounds (vowels and voiced consonants),
and F is the similar segment of unvoiced sounds (fricatives and plosives). We have already
used such generic transcription to accelerate the recognition for vocabulary of separately-
pronounced words. This transcription can be automatically derived from the whole
transcription and placed in the Transcription Tree, in its terminal vertexes corresponding to
the vocabulary words. For every phrase of the vocabulary “Names with Patronymics” we
have a priori transcriptions and VF-transcriptions. Then there are automatically generating
partial lists of phrases with identical VF-transcription and names of corresponding files
such as VmV.txt, VnF.txt, FkV.txt, FIF.txt. Initial and final name symbols V and F show
the beginning and the ending of VF-transcription; m, n, Kk, | are the number of symbols F
within the VVF-transcription.

The VF-transcription is determined while recording the phrase and its a priori
segmentation. Further we carry out the recognition through the corresponding partial list.
The sizes of these lists, except the file V3F.txt, are appropriate for recognition of any
phrase as a whole with the help of diphone recognition. The list V3F contains 6923 phrases
and this quantity induces the slow speed of recognition. To increase the speed we use
the initial sound identifying algorithms [10].
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RESUME
V. Ju. Shelepov, A. V. Nicenko
Recognition of Russian continuous phrases with some special vocabularies

Background: today in the world there is a huge army of operators working on
computers at various cash desks or in banks and offices. They are engaged in drafting
documents, often by transferring information from other sources to necessary "forms"
using the keyboard. The urgent task is to simplify this hard and substantially mechanical
work.

Materials and methods: A significant part of the above information is made up of
names, patronymics, and various multivalued numbers. The present paper is devoted to the
problem of voice input of such data in the form of continuous speech. The authors’
methods for diphone recognition of Russian speech are used.

Results: methods for recognizing co-pronounced Russian names and patronymics, as
well as complex cardinal numerals as whole sound signals, without recognizing separate
constituent words, are proposed.

Conclusion: the proposed methods allow quickly and reliably recognizing tens of
thousands of co-pronounced names and patronymics, as well as a million of complex
cardinal numerals. Thus, the number of recognizable phrases significantly exceeds one
million. In this case, the found methods are based on the recognition of many times smaller
lists and without recognition of separate constituent words. This enables the real-time
recognition.

Cratbs noctynuna B pegakuuio 14.04.2017.
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